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Abstract
Solitons in discrete optical systems have been a topic of keen interest over the
past decade. In a diffraction managed waveguide array, where the waveguide’s
diffraction profile is varied periodically in the direction of propagation, the
slow evolution of the electric field envelope is modelled by a nonlocal discrete
equation that exhibits soliton solutions numerically. In this paper, we verify
the validity of the asymptotic approximation, demonstrating that solutions of
the averaged equation are close in the l2 sense to those of the original model
for long time scales. Moreover, we prove that the averaged equation has stable
ground state solutions, complementing previous experimental and numerical
observations. Finally, we show that for a generalization of the averaged
equation, ground states of an associated Hamiltonian exist if and only if their
l2 norm exceeds a certain excitation threshold, which depends on the system’s
dimension and degree of nonlinearity.

Mathematics Subject Classification: 35B40, 39A12, 49J40, 78A45

1. Introduction

Over the past two decades, spatial solitons have been the focus of intense research activity [1,2].
A particular area of interest has been discrete solitons, which can arise in such diverse settings
as solid state physics, biological systems, Bose–Einstein condensates and nonlinear optics
[3–7]. In general, discrete solitons are self-trapped states arising from a balance of linear and
nonlinear effects. In the context of nonlinear optics, these solitons can arise, for example, in
discrete networks such as waveguide arrays [8, 9], where the required balance of linear and
nonlinear effects comes from a type of ‘diffractive broadening’ because of the weak evanescent
coupling between adjacent waveguides and self-focusing due to Kerr nonlinearity.
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A standard approach to studying electric field propagation in discrete waveguide arrays is to
decompose the total field into a sum of weakly coupled modes excited in each waveguide of the
array [7]. With this ansatz, the propagation of two interacting modes is described by nonlinear
coupled mode theory [8,10,11]. If cross phase modulation is neglected, the amplitudes evolve
according to the one-dimensional scalar discrete nonlinear Schrödinger equation (DNLS)

i
∂un

∂ξ
+ d(ξ)κ(un+1 − 2un + un−1) + (|u|2u)n = 0, (1)

where ξ is distance down the waveguide, n the location of the array element, un+1 −2un +un−1

the usual second order centred difference, κ = 1/2h2, with h > 0 the lattice spacing, and d(ξ)

is the diffraction coefficient, a constant in the case of the traditional slab waveguide. Soliton
solutions for (1) in the case d(ξ) = d0 > 0 were predicted in [8] and observed experimentally a
decade later [9]. A proof of the existence of breathers, ξ -periodic, spatially localized solutions
of the form

un(ξ) = exp(iωξ)vn, (2)

where ω is real, was first established in [13] in the more general context of Hamiltonian
networks of weakly coupled oscillators. Later in [14], breather solutions for the evolution
equation

i
∂un

∂ξ
+ κ(δ2u)n + (|u|2σ u)n = 0, (3)

were studied, where σ > 0 is a measure of nonlinear strength and δ2 denotes the d-dimensional
discrete Laplacian

(δ2u)n =
∑
m∈Jn

um − 2dun (4)

with Jn the set of nearest neighbours to the point labelled n in Z
d . In [14], the breathers’ spatial

profile vn is obtained as a minimizer of the Hamiltonian

H = −κ(δ2u, u) − 1

σ + 1

∑
n∈Zd

|un|2σ+2, (5)

subject to the constraint∑
n∈Zd

|un|2 = λ,

where

(−δ2u, u) =
d∑

l=1

∑
n∈Zd

|un − τl{un}|2 (6)

and τl is the translation operator by one lattice unit in the lth coordinate direction. An important
result of [14] is that for σd < 2, ground states of arbitrarily small energy exist, whereas for
σd � 2, a minimum l2 energy, or excitation threshold, must be achieved for the ground state
to exist.

Optical solitons in discrete and continuous systems differ in fundamental ways. From
a mathematical standpoint, some of these differences can be partially explained by the
nonapplicability of standard techniques from differential calculus in the spatial direction,
leading to an absence of certain invariances in the discrete case. For example, equation (3) is
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not spatially translation invariant or Galilean invariant and also lacks a scaling invariance that
holds for solutions of the continuous NLS equation

i
∂u

∂ξ
+ 	u + |u|2σ u = 0, (7)

namely,

u(x, ξ) a solution to (7) ⇒ uα(x, ξ) = α1/σ u(αx, α2ξ) a solution to (7), α > 0.

When σd �= 2, this invariance makes it possible to rescale a given stationary solution for (7) to
obtain stationary solutions of arbitrarily small L2 norm. In the discrete case, these arguments
are no longer possible, and heuristic analysis presented in [15] suggests that soliton formation
for a general class of discrete Hamiltonian systems may require a certain dimension dependent
energy threshold to be exceeded. Furthermore, the actual physical power that is required
for soliton formation in a discrete system is also high in comparison to that of a continuous
system. In continuous systems, such as optical fibres, input power need only be on the order of
milliwatts, as weak nonlinear effects become significant due to very long propagation length
scales, typically on the order of kilometres. For discrete systems, propagation scales are much
shorter, on the order of centimetres, and thus higher power, on the order of megawatts, is
required for soliton formation [1]. This high power requirement can be a significant drawback
in the use of the slab waveguide.

An emerging technology that provides an alternative to the slab waveguide is diffraction
management [16]. The basic idea is to alter a waveguide’s diffraction profile periodically in
such a way that the initial amplitude profile is nearly recovered after each period and nonlinear
effects are kept small. Physically this can be achieved by periodically tilting a series of short
waveguide arrays in order to achieve a desired average diffraction. The idea can be considered
analogous to that of dispersion management in optical fibres [17], with compensation achieved
through geometric considerations rather than the properties of the material. The diffraction
managed waveguide array could prove useful for emerging applications such as low power all
optical soliton switches [16] and can also give rise to new phenomena such as the existence of
dark solitons in self-focusing environments and bright solitons in defocusing environments [1].

The model for a one-dimensional diffraction managed waveguide array is given by

i
∂un

∂ξ
+

(
d̃(ξ/ε)

ε
+ d̄

)
κ(δ2u)n + (|u|2u)n = 0. (8)

Here the total diffraction profile is decomposed into a large rapidly varying component
d̃(ξ/ε)/ε and a small average component d̄, and ε is a small positive parameter, the ratio of
characteristic length scales of local diffraction to those of nonlinearity or average diffraction.
We note that the special case d̃(z) ≡ 0 corresponds to the slab waveguide.

The efficacy of diffraction managed waveguides was demonstrated experimentally in [16].
Subsequently, an averaged equation describing the slow evolution of solutions to (8) was
derived in [10–12]. Numerical studies revealed that the averaged equation possesses stable
breather solutions which evolve nearly periodically when used as initial data for (8).

In this paper, we first verify the validity of the asymptotic procedure of [10–12], showing
it to be O(ε) accurate in the l2 norm for time scales O(1/ε). Moreover, by adapting the
ideas in [14], we demonstrate that for the case of positive average diffraction, the averaged
equation has a breather solution with spatial profile the minimum of an associated Hamiltonian
if and only if an excitation threshold, given in terms of the l2 norm, is achieved. Namely, we
demonstrate that for σd < 2, breather solutions of arbitrarily small l2 norm exist but for
σd � 2, a minimal l2 norm is required for breather existence. In the regime where these
breathers exist, they are orbitally stable solutions of the averaged equation.
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2. The averaged equation

2.1. Derivation

Here we derive the averaged equation in the case of one spatial dimension and cubic
nonlinearity. We note that the same procedure easily extends to several dimensions and general
power nonlinearity. Changing variable z = ξ/ε in (8) gives

i
∂un

∂z
+ d̃(z)κ(δ2u)n + ε

(
d̄κ(δ2u)n + (|u|2u)n

) = 0. (9)

We make the transformation u = L(z){vε}, where L(z) is the semigroup for the linear
diffraction managed equation

i
∂φn

∂z
+ d̃(z)κ(δ2φ)n = 0. (10)

The solution to this equation can be expressed in terms of the discrete Fourier transform and
its inverse,

L(z){φ} = h

2π

∫ π/h

−π/h

φ̂(ω, 0)einωhe(−iκ(2−2 cos(ωh))D(z)) dω,

where

φ̂(ω) =
∞∑

n=−∞
φne−iωnh

and D(z) = ∫ z

0 d̃(z′)dz′. We note that the operator L is an isometry on l2. This change of
variable gives

i
∂vε

n

∂z
+ ε(d̄κ(δ2vε)n + (C{vε})n) = 0, (11)

where

(C{vε})n = (L(−z){|L(z){vε}|2L(z){vε}})n. (12)

Formally, the averaged equation is obtained by integrating the nonlinear term over one
period in the fast variable, which we normalize to be 1,

i
∂vn

∂z
+ ε(dκ(δ2v)n + (〈C〉{v})n) = 0 (13)

with

(〈C〉{v})n =
(∫ 1

0
L(−z′){|L(z′){v}|2L(z′){v}}dz′

)
n

.

The Fourier transform of the nonlinear operator 〈C〉, which we denote 〈Ĉ〉, is

(〈Ĉ〉{v})(ω) =
(

h

2π

)3 ∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)

×K(ω, ω1, ω2, ω3)v̂(ω1)v̂(ω2)v̂(ω3)dω1 dω2 dω3,

where

K(ω, ω1, ω2, ω3) =
∫ 1

0
exp (−iD(z′)P (ω, ω1, ω2, ω3))dz′

and

P(ω, ω1, ω2, ω3) = 2(cos(ωh) − cos(ω1h) + cos(ω2h) − cos(ω3h)).
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In the case of symmetric diffraction compensation, i.e. slabs of equal length periodically tilted
at 45˚ angles,

K(ω, ω1, ω2, ω3) = sin(P (ω, ω1, ω2, ω3))

P (ω, ω1, ω2, ω3)
.

This equation was first derived in [10–12], where it was expressed in the Fourier domain. We
note here that in the continuous limit h → 0 we recover the averaged equation for dispersion
management in the continuous case [18,19]. The averaged equation (13) is the Euler–Lagrange
equation corresponding to the Hamiltonian

〈H 〉{v} = ε

(
d̄κ(−δ2v, v) − 1

2

∫ 1

0

∞∑
n=−∞

|(L(z′){v})n|4 dz′
)

. (14)

2.2. Well-posedness

The averaged equation (13) is well posed in the following sense.

Theorem 2.1. If v0 ∈ l2, then there exists a unique solution v(z) ∈ C([0, ∞), l2) to the
averaged equation (13) with initial data v0.

Proof. We first show that solutions exist locally in z. As the linear part of the equation generates
a C0 semi-group of linear operators on l2, from standard results [20], we need only establish
that the nonlinear operator 〈C〉 is locally Lipschitz in l2. We start by estimating the fast-time
dependent operator C(z){v} defined in (12). Clearly, C(z){v} = L(−z){|L(z){v}|2L(z){v}} is
a bounded operator from l2 to l2 for each z ∈ [0, 1] as this property holds for L(z){v} and is
preserved under multiplication in l2. Moreover,

‖C(z){v}‖l2 = ‖L(−z){|L(z){v}|2L(z){v}}‖l2 = ‖|L(z){v}|2L(z){v}‖l2 � M‖L(z){v}‖3
l2

= M‖v‖3
l2 ,

where M is independent of z. It follows that

|〈C〉{v}| =
∣∣∣∣
∫ 1

0
C(z){v}dz

∣∣∣∣ �
∫ 1

0
|C(z){v}|dz �

(∫ 1

0
|C(z){v}|2 dz

)1/2

,

so that

‖〈C〉{v}‖2
l2 =

∞∑
n=−∞

|(〈C〉{v})n|2 �
∞∑

n=−∞

∫ 1

0
|(C(z){v})n|2 dz

=
∫ 1

0

∞∑
n=−∞

|(C(z){v})n|2 dz � M2‖v‖6
l2

or

‖〈C〉{v}‖l2 � M‖v‖3
l2 .

A standard extension of the argument gives

‖〈C〉{u − v}‖l2 � M‖u − v‖3
l2

� M ′‖u − v‖l2 ,

where in general M ′ depends on ‖u‖l2 and ‖v‖l2 .
To establish global well-posedness, we need only show that ‖v‖l2 remains bounded for

all z. In fact, we establish that the l2 norm is conserved for (13). For this result, it is convenient
to work in the Fourier domain, where (13) is

i
∂v̂

∂z
+ ε

(
d̄κ(2 cos(ω) − 2)v̂ + 〈Ĉ〉{v}

)
= 0. (15)
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We multiply (15) by v̂, its conjugate by v̂, subtract and sum over n to obtain

i
∂

∂z

∞∑
n=−∞

|v̂|2 = ε

(
−2 Im

∞∑
n=−∞

v̂ · 〈Ĉ〉{v}
)

.

It is enough to show that
∑∞

n=−∞ v̂ · 〈Ĉ〉{v} is real valued. Now

∞∑
n=−∞

v̂(ω)〈Ĉ〉{v} =
∞∑

n=−∞
v̂(ω)

(
h

2π

)3 ∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)

×K(ω, ω1, ω2, ω3)v̂(ω1)v̂(ω2)v̂(ω3)dω1 dω2 dω3,

so its complex conjugate is
∞∑

n=−∞
v̂(ω)

(
h

2π

)3 ∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)

×K(ω, ω1, ω2, ω3)v̂(ω1)v̂(ω2)v̂(ω3)dω1 dω2 dω3.

Now K(ω, ω1, ω2, ω3) = K(ω3, ω2, ω1, ω), so making the change of variables ω → ω3 and
ω1 → ω2 shows that

∑∞
n=−∞ v̂ · 〈Ĉ〉{v} and its complex conjugate are the same, and thus real

valued. Overall,

‖v(z)‖l2 = ‖v̂(z)‖L2[−π/h,π/h] = ‖v̂(0)‖L2[−π/h,π/h] = ‖v(0)‖l2

and the local existence argument can be extended indefinitely in z. �

2.3. Asymptotic validity

We demonstrate that the function L(z){v}, where L is the semi-group corresponding to (10)
and v is a solution to the averaged equation (13), is a close approximation to a solution of the
original equation with the same initial data. In this section, it is convenient to change variable
so that the propagation distance is independent of ε. We let z = z̃/ε in equations (11) and
(13), which become

i
∂vε

n

∂z̃
+ d̄κ(δ2vε)n +

(
C

(
z̃

ε

)
{vε}

)
n

= 0 (16)

and

i
∂vn

∂z̃
+ d̄κ(δ2v)n + (〈C〉{v})n = 0, (17)

respectively.

Theorem 2.2. Let vn(z̃) ∈ C([0, z∗], l2) be a solution of (17) on some time interval [0, z∗]
with z∗ > 0. Let vε

n(z̃) be a solution of (16) with the same initial data v0. Then
‖vε − v‖L∞([0,z∗],l2) < ε for z̃ ∼ O(1), corresponding to time scales z ∼ O(1/ε) in the
original variables.

Proof. We follow the method first established in [21] for the case of dispersion management.
The basic idea of the proof is to define a small correction term to a solution of the averaged
equation (17). For ease of notation, we suppress the z̃ dependence of v. We first split the
rapidly varying nonlinear operator C into its mean and varying components

C

(
z̃

ε

)
{v} = 〈C〉{v} + R

(
z̃

ε

)
{v},
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where in the Fourier domain

R̂

(
z̃

ε

)
{v} =

(
h

2π

)3 ∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)

×
(
�

(
z̃

ε
, ω, ω1, ω2, ω3

)
− K(ω, ω1, ω2, ω3)

)
v̂(ω1)v̂(ω2)v̂(ω3)dω1 dω2 dω3

and

�(z′, ω, ω1, ω2, ω3) = exp (−iD(z′)P (ω, ω1, ω2, ω3)).

We define

M̂ε(z̃) =
∫ z̃

0

(
�

(
z′

ε
, ω, ω1, ω2, ω3

)
− K(ω, ω1, ω2, ω3)

)
dz′

= ε

∫ z̃/ε

0

(
�(z′′, ω, ω1, ω2, ω3) − K(ω, ω1, ω2, ω3)

)
dz′′,

which is the integral of a periodic function with zero mean. Hence, for any ε > 0 we may
write

M̂ε(z̃) = ε

∫ z′′′

0

(
�(z′′, ω, ω1, ω2, ω3) − K(ω, ω1, ω2, ω3)

)
dz′′,

where z′′′ ∈ [0, 1]. Thus,

‖M̂ε(z̃)‖L∞(R×�) � Cε,

with � = [−π/h, π/h] × [−π/h, π/h] × [−π/h, π/h] × [−π/h, π/h] and C independent
of z̃. Now we define the correction term v1(z̃) as follows

v̂1(z̃) = i

(
h

2π

)3∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)M̂ε(z̃)v̂(ω1)v̂(ω2)v̂(ω3)dω1 dω2 dω3

with

|v̂1| � ‖M̂ε(z̃)‖L∞(R×�)

(
h

2π

)3 ∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)

×|v̂(ω1)||v̂(ω2)||v̂(ω3)|dω1 dω2 dω3

= ‖M̂ε(z̃)‖L∞(R×�)

(
h

2π

)2∫ π/h

−π/h

∫ π/h

−π/h

|v̂(ω1)||v̂(ω2)||v̂(ω − ω1 + ω2)|dω1 dω2

� Cε

(
h

2π

)2 ∫ π/h

−π/h

∫ π/h

−π/h

|v̂(ω1)||v̂(ω2)||v̂(ω − ω1 + ω2)|dω1 dω2

= CεÎ .

Let

Ĝ(y) = Ĝ(ω + ω2) =
∫ π/h

−π/h

|v̂(ω1)||v̂(ω − ω1 + ω2)|dω1 =
∫ π/h

−π/h

|v̂(ω1)||v̂(y − ω1)|dω1,

so that by Fubini’s theorem and the periodicity of v̂, Ĝ ∈ L1[−π/h, π/h] with
‖Ĝ‖L1[−π/h,π/h] � ‖v̂‖2

L1[−π/h,π/h]. Thus, Î can be written

Î =
(

h

2π

)2 ∫ π/h

−π/h

∫ π/h

−π/h

|v̂(ω1)||v̂(ω2)||v̂(ω − ω1 + ω2)|dω1 dω2

=
(

h

2π

)2 ∫ π/h

−π/h

Ĝ(ω + ω2)|v̂(ω2)|dω2.
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We will show that Î is an element of L2[−π/h, π/h] with ‖Î‖L2[−π/h,π/h] �
‖v̂‖3

L1[−π/h,π/h]. Now∫ π/h

−π/h

Ĝ(ω + ω2)|v̂(ω2)|dω2 =
∫ π/h

−π/h

Ĝ(ω + ω2)
1/2Ĝ(ω + ω2)

1/2|v̂(ω2)|dω2,

so applying the Cauchy–Schwartz inequality yields∫ π/h

−π/h

Ĝ(ω + ω2)|v̂(ω2)|dω2 �
(∫ π/h

−π/h

Ĝ(ω + ω2)dω2

)1/2 (∫ π/h

−π/h

Ĝ(ω + ω2)|v̂(ω2)|2 dω2

)1/2

.

Thus,∫ π/h

−π/h

|Î |2dω =
(

h

2π

)4 ∫ π/h

−π/h

∣∣∣∣
∫ π/h

−π/h

Ĝ(ω + ω2)|v̂(ω2)|dω2

∣∣∣∣
2

dω

�
(

h

2π

)4∫ π/h

−π/h

(∫ π/h

−π/h

Ĝ(ω + ω2)dω2

) (∫ π/h

−π/h

Ĝ(ω + ω2)|v̂(ω2)|2 dω2

)
dω.

Interchanging the order of integration and using the periodicity of Ĝ gives Î ∈
L2[−π/h, π/h] with

‖Î‖2
L2[−π/h,π/h] � C‖v̂‖2

L2[−π/h,π/h]‖Ĝ‖2
L1[−π/h,π/h]

� C‖v̂‖2
L2[−π/h,π/h]‖v̂‖4

L1[−π/h,π/h] � C‖v̂‖6
L2[−π/h,π/h].

Overall, v̂1 ∈ L2[−π/h, π/h] with

‖v1(z̃)‖l2 = ‖v̂1(z̃)‖L2[−π/h,π/h] � Cε‖v̂(z̃)‖3
L2[−π/h,π/h] = Cε‖v(0)‖3

l2 ,

so that

sup
0�z̃�z∗

‖v1(z̃)‖l2 � Cε,

with C independent of z̃. Now v̂1 satisfies the following equation

i
∂v̂1

∂z̃
= −

(
h

2π

)3 ∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)M̂ε(z̃)

× ∂z̃

(
v̂(ω1)v̂(ω2)v̂(ω3)

)
dω1 dω2 dω3

−
(

h

2π

)3 ∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

δ(ω − ω1 + ω2 − ω3)∂z̃(M̂ε(z̃))

× v̂(ω1)v̂(ω2)v̂(ω3)dω1 dω2 dω3 = −R̂1 − R̂,

where

‖R1‖l2 = ‖R̂1‖L2[−π/h,π/h] � Cε

���∂v̂

∂z

���3

L2[−π/h,π/h]
= Cε

���∂v

∂z

���3

l2
� C ′ε,

and we have obtained the estimate on ∂v/∂z̃ directly from the averaged equation (13) using l2

boundedness of the discrete Laplacian and the nonlinear term. Thus,

sup
0�z̃�z∗

‖R1(z̃)‖l2 � Cε,

with C independent of z̃. We now define ṽ = v + v1, which satisfies

i
∂ṽ

∂z̃
= i

∂v

∂z̃
+ i

∂v1

∂z̃
= −κd̄δ2v − 〈C〉{v} − R1 − R



Diffraction managed solitons 2283

or

i
∂ṽ

∂z̃
+ C{ṽ} + κd̄δ2ṽ = C{ṽ} + κd̄δ2ṽ − κd̄δ2v − 〈C〉{v} − R1 − R.

Here

κd̄δ2ṽ − κd̄δ2v = κd̄δ2v1

and

−〈C〉{v} − R = −C{v},
so that

i
∂ṽ

∂z̃
+ C{ṽ} + κd̄δ2ṽ = κd̄δ2v1 − C{v} − R1 + C{ṽ}.

Now

‖C{ṽ} − C{v}‖l2 � ‖ṽ − v‖l2 = ‖v1‖l2 � Mε

and

‖δ2v1‖l2 � 4‖v1‖l2 � 4Mε, (18)

with all estimates uniform in z̃. All together,

i
∂ṽ

∂z̃
+ C{ṽ} + κd̄δ2ṽ = R′′

with

sup
0�z̃�z∗

‖R′′‖l2 � Cε.

Finally, we give an estimate on the closeness of ṽ to solutions of the transformed equation (16).
Now f ε = vε − ṽ satisfies

i
∂f ε

∂z̃
= −κd̄δ2vε − C{vε} + κd̄δ2ṽ + C{ṽ} − R′′

= −κd̄δ2f ε − C{f ε + ṽ} + C{ṽ} − R′′,

where

‖C{f ε + ṽ} − C{ṽ}‖l2 � M‖f ε‖l2 .

A standard energy estimate gives

∂

∂z
‖f ε‖2

l2 � (Cε)2 + M‖f ε‖2
l2

and by Gronwall’s inequality

‖f ε‖2
l2 � (Cε)2eMz̃,

so that

‖f ε‖l2 � Cε

for z̃ ∼ O(1).
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Overall,

sup
0�z̃�z∗

‖vε − v‖l2 � sup
0�z̃�z∗

‖vε − ṽ‖l2 + sup
0�z̃�z∗

‖ṽ − v‖l2

� sup
0�z̃�z∗

‖f ε‖2
l2 + sup

0�z̃�z∗
‖v1(z̃)‖l2 � Cε

for z̃ ∼ O(1). �
We note that in the averaging theorem for the continuous case of dispersion management, the
measure of closeness in the spatial variable is the Hk−2 norm for initial data in Hk , k > 5/2.
In the discrete case, this potential loss of regularity, in the sense of loss of control over finite
differences, does not take place owing to estimates of the type (18).

3. Existence of ground states and stability

3.1. Preliminary results

We will show that if the average diffraction d̄ is nonnegative and Iλ = infAλ
〈H 〉 is negative,

where 〈H 〉 is given by (14) and

Aλ =
{

v ∈ l2,

∞∑
n=−∞

|vn|2 = λ

}
,

then 〈H 〉 has a ground state in Aλ. Here we present a few results which are used in the existence
argument. For ease of notation, we set the spacing parameter κ = 1 in this section.

3.1.1. 〈H 〉 is bounded from below in Aλ. By the standard interpolation inequality

‖w‖4
l4 � ‖w‖2

l2‖w‖2
l∞ , (19)

we have

〈H 〉{v} = d̄(−δ2v, v) − 1

2

∫ 1

0

∞∑
n=−∞

|(L(z′){v})n|4 dz′ � −1

2

∫ 1

0

∞∑
n=−∞

|(L(z′){v})n|4 dz′

� −1

2

∫ 1

0
‖(L(z′){v})‖2

l2‖(L(z′){v})‖2
l∞ dz′

� −1

2

∫ 1

0
‖(L(z′){v})‖4

l2 dz′ = −1

2

∫ 1

0
‖v‖4

l2 dz′ = −λ2

2
> −∞,

so the functional is bounded from below in Aλ.

3.1.2. Concentration compactness. The concentration compactness lemma [22] is an
essential tool for this problem. Here we state the specific version of the lemma used throughout
the exposition [14].

Concentration compactness principle. Let vk be a sequence in l2 with ‖vk‖2
l2 = λ. Then

there exists a subsequence of vkm such that one of the following three possibilities holds.

1. Localization: there exists an integer n
km

0 such that for all ε > 0, there exists a positive
integer Nε , independent of m, such that∑

|n−n
km
0 |�Nε

|vkm

n |2 � λ − ε.
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2. Vanishing: for all 0 < N < ∞,

lim
m→∞ sup

n0∈Z

∑
|n−n0|�N

|vkm

n |2 = 0.

3. Splitting: there existsµ ∈ (0, λ) such that for all ε > 0, there exists k0 � 1 andv
km

1 ,vkm

2 ∈ l2

with disjoint supports such that for all k � k0,

‖vkm − v
km

1 − v
km

2 ‖l2 � ε,

|‖vkm

1 ‖2
l2 − µ| � ε, (20)

|‖vkm

2 ‖2
l2 − (λ − µ)| � ε,

distance(support (v
km

1 ), support (v
km

2 )) → ∞ as m → ∞.

3.1.3. Energy localization. The following lemma, which describes how the local energy of
solutions to the discrete linear Schrödinger equation behaves, is crucial to the minimization
argument.

Lemma 3.1. Consider the linear diffractive equation

i
∂un

∂z
+ d̃(z)(δ2u)n = 0, (21)

with u ∈ Aλ, and d̃(z) piecewise constant.
Let u(k)

n (z) be a sequence of solutions of (21) and define

εk(z) = sup
n0∈Z

n0+1∑
n=n0−1

|u(k)
n (z)|2. (22)

Let u(k)(0) be vanishing initial data, εk(0) → 0, with the constraint u(k)(0) ∈ Aλ.
Then the sequence of the solutions u(k)

n (z) is also vanishing, εk(z) → 0.

Proof. For clarity in what follows, we denote the forward difference operator (δ+u)n =
un+1 − un and backward difference operator (δ−u)n = un − un−1, so that the centred second
difference operator is expressed (δ+δ−u)n = un+1 − 2un + un−1. In this notation, the product
rule for differences is

(δ+(fg))n = (δ+f )n(gn+1) + (δ+g)n(fn)

and the summation by parts formula is
∞∑

n=−∞
(δ+f )gn+1 = lim

n→∞(fngn − f−ng−n) −
∞∑

n=−∞
(δ+g)fn. (23)

Let χm be defined as follows

χm
n = 1 for n = −1, 0, 1,

χm
n = 0 for |n| > m,

χm
n a linear interpolant for 1 < |n| � m,

so that |(δ+χm)n| < c/m for every n.
We multiply (21) by (χmū)n, its conjugate by (χmu)n, subtract the equations and sum

over n to obtain

i
d

dz

∞∑
n=−∞

(χm|u|2)n + d̃(z)

( ∞∑
n=−∞

(χmū)n(δ
2u)n − (χmu)n(δ

2ū)n

)
= 0
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or

d

dz

∞∑
n=−∞

(χm|u|2)n = −2 Im

(
d̃(z)

∞∑
n=−∞

(χmū)n(δ
2u)n

)
. (24)

We set fn = (δ−u)n, gn = (χmū)n−1 and apply (23) to (24), so that

d

dz

∞∑
n=−∞

(χm|u|2)n = − 2 Im

(
d̃(z)

(
lim

n→∞((δ−u)n(χ
mū)n−1 − (δ−u)n(χ

mū)−n−1)

−
∞∑

n=−∞
(δ+(χmū)n−1)n(δ

−u)n

))

= 2 Im

(
d̃(z)

∞∑
n=−∞

(δ+(χmū)n−1)n(δ
−u)n

)

= 2 Im

(
d̃(z)

∞∑
n=−∞

(
(δ+(χm

n−1))nūn + (δ+(ūn−1))nχ
m
n

)
(δ−u)n

)

The second summand is real, as

(δ+(ūn−1))nχ
m
n (δ−u)n = (ūn − ūn−1)χ

m
n (un − un−1) = χm

n (|u|2n + |u|2n−1 − 2 Re (ūnun−1)),

so

d

dz

∞∑
n=−∞

(χm|u|2)n = 2 Im

(
d̃(z)

∞∑
n=−∞

((δ+(χm
n−1))nūn(δ

−u)n

)
.

Integrating from 0 to z gives

∞∑
n=−∞

(χm|u(z)|2)n =
∞∑

n=−∞
(χm|u(0)|2)n +

∫ z

0
2 Im

(
d̃(z′)

∞∑
n=−∞

((δ+(χm
n−1))nūn(δ

−u)n

)
dz′

�
∞∑

n=−∞
(χm|u(0)|2)n + cm, (25)

where cm → 0 as m → ∞. Let u(k)(z) be a sequence of solutions to (21) with vanishing
initial data, εk(0) → 0. Assume that ek(z) > ek(0) and choose a subsequence mk so that χmk

n

is centred with respect to u(k)
n (z). Thus,

∞∑
n=−∞

(χmk |u(k)(z)|2)n � εk(z).

Also,
∞∑

n=−∞
(χmk |u(k)(0)|2)n � 2mkεk(0).

Taking the limit k → ∞ with mk ∼ √
1/εk(0) gives

εk(z) �
∞∑

n=−∞
(χmk |u(k)(z)|2)n �

∞∑
n=−∞

(χmk |u(k)(0)|2)n + cmk
� 2mkεk(0) + cmk

→ 0.

We note that similar results can be obtained in higher dimension. �
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3.1.4. Subadditivity of 〈H 〉. The following property of 〈H 〉 is used to rule out splitting of a
minimizing sequence.

If Iλ = infAλ
〈H 〉, then

Iλ1+λ2 < Iλ1 + Iλ2 .

The result follows easily from the following claim.

Claim. If θ > 1, then Iθλ < θIλ.

Proof of claim. Now

Iθλ = inf
v∈Aθλ

〈H 〉{v} = inf
w∈Aλ

〈H 〉{
√

θw},

since

‖w‖2
l2 = λ → ‖

√
θw‖2

l2 = θλ.

Now for θ > 1 and 0 �= v ∈ Aλ, with the inner product (·, ·) defined by (4),

Iθλ � 〈H 〉{
√

θv} = d̄(−δ2(
√

θv),
√

θv) − 1

2

∫ 1

0

∞∑
n=−∞

|(L(z′){
√

θv})n|4 dz′

= θd̄(−δ2v, v) − θ2

2

∫ 1

0

∞∑
n=−∞

|(L(z′){v})n|4 dz′

< θ〈H 〉{v},
from which the claim follows. �

Proof of subadditivity. We set λ1 = γ λ2 with γ < 1, so that

Iλ1+λ2 = I(γ +1)λ2 < (γ + 1)Iλ2 = γ Iλ1/γ + Iλ2 < Iλ1 + Iλ2 . �

3.2. Minimization

We now demonstrate that if d̄ � 0 and Iλ < 0, then there exists a ground state v∗ for the
Hamiltonian 〈H 〉 in Aλ. This gives rise to a stationary solution to the averaged equation (13)
of the form vn(z) = exp(iωz)v∗

n, where ω > 0.

Theorem 3.2. If d̄ � 0 and the infimum of the Hamiltonian

〈H 〉{v} = d̄(−δ2v, v) − 1

2

∫ 1

0

∞∑
n=−∞

|(L(z′){v})n|4 dz′

over the class of functions

Aλ =
{

v ∈ l2,

∞∑
n=−∞

|vn|2 = λ

}

is negative, then 〈H 〉{v} achieves its minimum on Aλ.

We note that the following argument can be extended to arbitrary dimension d and strength of
nonlinearity σ > 0.

Proof. Let vk be a minimizing sequence for 〈H 〉{v},
lim

k→∞
〈H 〉{vk} = Iλ.
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Using the concentration compactness principle, we will show that that vk has a strongly
convergent subsequence. Since vk is bounded in l2, it has a weakly convergent subsequence
vkm ⇀ v∗, and we need only rule out ‘vanishing’ and ‘splitting’.

Now if vkm vanishes, then by the energy localization lemma, for any finite z∗, L(z∗){vkm}
also vanishes,

lim
m→∞ sup

n0∈Z

∑
|n−n0|�1

|(L(z∗){vkm})n|2 = 0

and consequently ‖L(z∗){vkm}‖2
l∞ → 0. Since Iλ < 0, for m large enough,

〈H 〉{vkm} = d̄(−δ2vkm, vkm) − 1

2

∫ 1

0

∞∑
n=−∞

|(L(z′){vkm})n|4 dz′ < 0,

so

1

2

∫ 1

0

∞∑
n=−∞

|(L(z′){vkm})n|4 dz′ > 0.

Thus, for some z∗ ∈ [0, 1],
∞∑

n=−∞
|(L(z∗){vkm})n|4 > 0.

By (19)

‖L(z∗){vkm}‖2
l2‖L(z∗){vkm}‖2

l∞ > 0

with the left-hand side going to zero, a contradiction. Thus, vkm does not vanish.
Now assume that vkm splits and write vkm = v

km

1 + v
km

2 + hkm with ‖hkm‖2
l2 � ε and evaluate

〈H 〉{vkm} directly to obtain

〈H 〉{vkm} = 〈H 〉{vkm

1 } + 〈H 〉{vkm

2 } + R(v
km

1 , v
km

2 , hkm),

where

R(v
km

1 , v
km

2 , hkm) = R1(v
km

1 , v
km

2 , hkm) + R2(v
km

1 , v
km

2 , hkm) + R3(v
km

1 , v
km

2 , hkm)

and

R1(v
km

1 , v
km

2 , hkm) = 2d̄κ(−δ2v̄
km

1 , v
km

2 ) + 2(−δ2v
km

1 , hkm) + 2(−δ2v̄
km

2 , hkm) + (−δ2hkm, hkm),

R2(v
km

1 , v
km

2 , hkm) = − Re
∫ 1

0

∑
n∈Z

(
|L(z){vkm

1 + v
km

2 }|2|L(z){hkm}|2 +
1

2
|L(z){hkm}|4

+2|L(z){vkm

1 + v
km

2 }|2L(z){vkm

1 + v
km

2 }L(z){hkm} + (L(z){vkm

1 + v
km

2 })2

×(L(z){hkm})2 + 2(L(z){vkm

1 + v
km

2 })|L(z){hkm}|2L(z){hkm}
)

dz, (26)

R3(v
km

1 , v
km

2 , hkm) =
∫ 1

0

( ∑
n∈Z

2|L(z){vkm

1 }|2|L(z){vkm

2 }|2 + 2|L(z){vkm

1 }|2L(z){vkm

1 }L(z){vkm

2 }

+(L(z){vkm

1 })2(L(z){vkm

2 })2 + 2|L(z){vkm

2 }|2L(z){vkm

1 }L(z){vkm

2 }
)

dz, (27)

where we have suppressed the spatial variable n. Using the Cauchy–Schwartz inequality and
the fact that v

km

1 and v
km

2 and their differences have disjoint supports we have

|R1| � −Cε

Also, |R2| � −C(ε) with C(ε) → 0 as ε → 0 by the interpolation inequality (19). The
estimate of R3 requires the following lemma.
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Lemma 3.3. For any ε such that 0 < ε < µ, where µ is defined in the statement of the
concentration compactness lemma (21), there exist integers N∗ and n∗ such that the following
estimates hold simultaneously∑

|n−N∗|�n∗
|L(z){vkm

2 }|2 � Cε, (28)

∑
|n−N∗|>n∗

|L(z){vkm

1 }|2 � Cε. (29)

Proof. In the proof of the concentration compactness lemma [21, 23], one defines the
concentration function

�km(n) = sup
N0∈Z

n+N0∑
n−N0

|vkm |2,

which satisifies

lim
m→∞ �km(n) = �(n).

In the case of splitting, we have

lim
n→∞ �(n) = µ.

The concentration function is nondecreasing, and thus for any ε such that 0 < ε < µ, there
exist integers n

km

1 and n
km

2 with n
km

2 − n
km

1 � 6/ε such that

µ − ε < �km(n
km

1 ) � �km(n
km

2 ) < µ + ε

for m large enough, and there exists an integer Nkm such that

µ − ε <
∑

|n−Nkm |�n
km
1

|vkm |2 < µ + ε.

The components v
km

1 and v
km

2 are defined as follows. Let

ρ1 = 1 for |n| � n
km

1 ,

ρ1 = 0 for |n| � n
km

1 +
2

ε
,

ρ1 a linear interpolant otherwise

and

ρ2 = 1 for |n| � n
km

2 ,

ρ2 = 0 for |n| � n
km

2 − 2

ε
,

ρ2 a linear interpolant otherwise,

and then define v
km

1 (n) = ρ1(n − Nkm)vkm(n) and v
km

2 (n) = ρ2(n − Nkm)vkm(n). One easily
verifies that all parts of (21) are satisfied. Let n∗ = (n

km

1 + n
km

2 )/2 and define

χkm = 0 for |n − Nkm | � n
km

1 ,

χkm = 1 for |n − Nkm | � n∗,
χkm a linear interpolant otherwise,
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so that δ+(χkm) → 0 as m → ∞. If we use v
km

2 as initial data for (21), then by (25) we have

∞∑
n=−∞

(χkm |L(z){vkm

2 }|2)n =
∞∑

n=−∞
(χkm |vkm

2 |2)n

+
∫ z

0
2 Im

(
d̃(z′)

∞∑
n=−∞

((δ+(χ
km

n−1))nL(z){vkm

2 }
n
(δ−(L(z){vkm

2 }))n
)

dz′. (30)

This choice of χkm and the construction of v
km

2 imply∑
|n−Nkm |�n∗

(|L(z){vkm

2 }|2)n �
∑

|n−Nkm |�n∗
(|vkm

2 |2)n + ckm
= ckm

,

where ckm
→ 0 as m → ∞. Setting N∗ = Nkm gives the first estimate (29). A similar estimate

using v
km

1 as initial data and

χkm = 1 for |n − N∗| � n
km

1 ,

χkm = 0 for |n − N∗| � n∗,
χkm is a linear interpolant otherwise,

yields∑
|n−N∗|�n∗

(|L(z){vkm

1 }|2)n =
∑

|n−N∗|�n∗
(|vkm

1 |2)n

+
∫ z

0
2 Im

(
d̃(z′)

∞∑
n=−∞

((δ+(χ
km

n−1))nL(z){vkm

1 }
n
(δ−(L(z){vkm

1 }))n
)

dz′.

By conservation of the l2 norm, this is equivalent to∑
|n−N∗|>n∗

(|L(z){vkm

1 }|2)n =
∑

|n−N∗|>n∗
(|vkm

1 |2)n

−
∫ z

0
2 Im

(
d̃(z′)

∞∑
n=−∞

((δ+(χ
km

n−1))nL(z){vkm

1 }
n
(δ−(L(z){vkm

1 }))n
)

dz

�
∑

|n−N∗|>n∗
(|vkm

1 |2)n + c̃km
= c̃km

= c̃km
→ 0,

which gives the second estimate. �

Decomposing the sums in (26) and (27) as∑
Z

=
∑

|n−N∗|�n∗
+

∑
|n−N∗|>n∗

and applying the Cauchy–Schwartz inequality and Lemma 3.3, we obtain |R3| � −C(ε) with
C(ε) → 0 as ε → 0. Overall,

〈H 〉{vkm} = 〈H 〉{vkm

1 } + 〈H 〉{vkm

2 } + R(v
km

1 , v
km

2 , hkm) � 〈H 〉{vkm

1 } + 〈H 〉{vkm

2 } + C(ε),

where C(ε) → 0 as ε → 0, independently of m. Thus

〈H 〉{vkm} � Iµ + Iλ−µ
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and in the limit m → ∞,

Iλ � Iµ + Iλ−µ,

a contradiction to the subadditivity property. Thus, vkm does not split.
Since vkm does not vanish or split, by the concentration compactness lemma, there exists

an integer n
km

0 such that for all ε > 0, there exists Nε , independent of m, such that∑
|n−n

km
0 |�Nε

|vkm

n |2 � λ − ε,

which is precisely the criterion for vkm to have a strongly convergent subsequence v
kmj ,

v
kmj → v∗ ∈ l2.

By continuity of 〈H 〉,
〈H 〉{vkmj } → 〈H 〉{v∗}

and since

〈H 〉{vkmj } → Iλ,

we have 〈H 〉{v∗} = Iλ, i.e. v∗ ∈ Aλ is the minimizer. �

We comment that the case d̄ = 0 is much more subtle in the continuous dispersion
managed case [23], requiring Strichartz estimates and careful energy estimates in both Fourier
domain and physical variables.

3.3. Stability

Using the conservation of the l2 norm and the Hamiltonian, we show that vg(z) = eiωzv∗ is an
orbitally stable solution for the averaged equation.

Theorem 3.4. Let Sλ be the set of ground states in Aλ. Let vk(0) be a sequence of initial data
for the averaged equation with

inf
Sλ

‖vk(0) − vg(0)‖l2 � ε.

Then

inf
Sλ

‖vk(z
∗) − vg(z

∗)‖l2 � ε

for all z∗ � 0.

Proof. Let vk(0) be a sequence of initial data for the averaged equation with

inf
Sλ

‖vk(0) − vg(0)‖l2 → 0

and

inf
Sλ

‖vk(z
∗) − vg(z

∗)‖l2 � ε

for some z∗ > 0. Thus, the conserved quantities for the averaged equation satisfy

〈H 〉{vk(z
∗)} = 〈H 〉{vk(0)} → Iλ

and

‖vk(z
∗)‖2

l2 = ‖vk(0)‖2
l2 → λ.
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Define

wk = λ1/2vk(z
∗)

‖vk(z∗)‖l2
∈ Aλ,

which approaches a minimizing sequence for the Hamiltonian as k → ∞. By the minimization
theorem, wk must have a strongly convergent subsequence wkm

, and overall

ε � inf
Sλ

‖vk(z
∗) − vg(z

∗)‖l2 � inf
Sλ

‖vk(z
∗) − wkm

‖l2 + inf
Sλ

‖wkm
− vg(z

∗)‖l2 → 0,

a contradiction. �

4. Excitation thresholds

We now consider the generalized variational problem

Minimize

H{v} = d̄κ(−δ2v, v) − 1

σ + 1

∫ 1

0

∑
n∈Zd

|(L(z′){v})n|2σ+2 dz′, (31)

over the class of functions

Aλ =
{

v ∈ l2,
∑
n∈Zd

|vn|2 = λ

}
,

where d̄ > 0, d is the spatial dimension and σ > 0 is a measure of nonlinear strength.
Following the work of Weinstein [14], we give a necessary and sufficient condition for

the existence of a ground state. We first prove the following proposition, which is essential to
the argument.

Proposition 4.1. Let Iλ be the infimum of H over Aλ. Then Iλ � 0 if and only if λ is such
that the following inequality holds for all u ∈ l2(Zd)∫ 1

0

∑
n∈Zd

|(L(z′){u})n|2σ+2 dz′ � (σ + 1)κd̄

λσ

(∑
n∈Zd

|un|2
)σ

(−δ2u, u). (32)

Proof. Now Iλ � 0 if and only if

0 � d̄κ(−δ2v, v) − 1

σ + 1

∫ 1

0

∑
n∈Zd

|(L(z′){v})n|2σ+2 dz′

for all v ∈ Aλ or∫ 1

0

∑
n∈Zd

|(L(z′){v})n|2σ+2 dz′ � (σ + 1)κd̄(−δ2v, v). (33)

Let 0 �= u ∈ l2(Zd) be arbitrary and define

v =
√

λu

||u||l2
∈ Aλ.

Substituting v into (33) and using the fact that L(z) is a linear operator gives (32) �

To show that the infimum of H is negative, so that by theorem 3.2 a ground state exists, our
strategy will be to demonstrate that no such positive λ exists for all u ∈ l2(Zd). The criterion
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for this condition to be satisfied will depend on d and σ , and the problem is intimately related
to the following question.

For what d and σ does there exist a positive minimal constant CDMNLS for the inequality∫ 1

0

∑
n∈Zd

|(L(z′){u})n|2σ+2 dz′ � C

(∑
n∈Zd

|un|2
)σ

(−δ2u, u), (34)

where u ∈ l2(Zd)?

Indeed, if such a minimal constant exists and we define

λthreshold = sup{λ : (32) holds}, (35)

then λthreshold is related to CDMNLS through

Rσ,d = inf
u∈l2

(
∑

n∈Zd |un|2)σ (−δ2u, u)∫ 1
0

∑
n∈Zd |(L(z′){u})n|2σ+2 dz′

= 1

CDMNLS
(36)

by

λthreshold = ((σ + 1)κd̄Rσ,d)1/σ . (37)

If Rσ,d = 0, then by (36) there does not exist a finite minimal constant CDMNLS , and hence
no positive λ for which Iλ � 0. By proposition 4.1, Iλ < 0 for all λ > 0 and a ground state
exists by theorem 3.2. If Rσ,d > 0, then since (32) holds for all λ � λthreshold, ground states
of arbitrarily small energy do not exist. However, if λ > λthreshold, we will show that a ground
state exists. This motivates the following theorem.

Theorem 4.2 (excitation thresholds).

1. If σ < 2/d , then Rσ,d = 0 and by theorem 3.2 the Hamiltonian has ground states with
arbitrarily small energy.

2. If σ � 2/d , then

(a) Rσ,d > 0,
(b) If ‖u‖l2 = λ, then

H{u} � κd̄(−δ2u, u)

(
1 −

(
λ

λthreshold

)σ)
, (38)

where λthreshold > 0 is given by (37).
(c) H{u} has ground states if and only if the energy exceeds the excitation threshold

λthreshold defined by (37).

Proof of 1. We show the details of the proof for the case d = 1, σ = 1 and note where it
changes for general d and σ . For definiteness, let un(γ ) = exp(−γ |n|), where γ > 0. Now

∞∑
n=−∞

|un(γ )|2 =
∞∑

n=−∞
| exp(−γ |n|)|2 = 2

∞∑
n=1

exp(−2γ n) + 1 = 2 exp(−γ )

1 − exp(−γ )
+ 1,

which to leading order as γ → 0 is 1/γ .
Similarly,

∞∑
n=−∞

| exp(−γ |n + 1|) − exp(−γ |n|)|2 =
∞∑

n=−∞
exp(−2γ |n + 1|) + exp(−2γ |n|)

−2 exp(−γ (|n| + |n + 1|)),
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which to leading order as γ → 0 is γ . Finally,∫ 1

0

∞∑
n=−∞

|(L(z′){exp(−γ |n|)}|4 dz′ =
∞∑

n=−∞

(
h

2π

)4∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

∫ π/h

−π/h

K(ω1, ω2, ω3, ω4)

×

 4∏

j=1

∞∑
n=−∞

exp(i(−1)jωjnh) exp (−γ |n|)

 dω1 dω2 dω3 dω4.

We make the change of variable ω′
j = ωj/γ , which gives∫ 1

0

∞∑
n=−∞

|(L(z′){exp(−γ |n|})|4 dz′

=
∞∑

n=−∞

(
γ h

2π

)4 ∫ π/γh

−π/γh

∫ π/γh

−π/γh

∫ π/γh

−π/γh

∫ π/γh

−π/γh

K(γω′
1, γω′

2, γω′
3, γω′

4)

×

 4∏

j=1

∞∑
n=−∞

exp((i(−1)j γω′
j nh) exp (−γ |n|)


 dω′

1 dω′
2 dω′

3 dω′
4.

Now to leading order as γ → 0, the kernel function

K(γω′
1, γω′

2, γω′
3, γω′

4) =
∫ 1

0
exp(−iD(z)P (γω′

1, γω′
2, γω′

3, γω′
4)dz,

where

P(γω′
1, γω′

2, γω′
3, γω′

4) = 2(cos(γω′
1h) − cos(γω′

2h) + cos(γω′
3h) − cos(γω′

4h))

is the constant 1. Thus, to leading order∫ 1

0

∞∑
n=−∞

|(L(z′){exp(−γ |n|})|4 dz ∼
∞∑

n=−∞

(
γ h

2π

)4 ∫ π/γh

−π/γh

∫ π/γh

−π/γh

∫ π/γh

−π/γh

∫ π/γh

−π/γh

×

 4∏

j=1

∞∑
n=−∞

exp(i(−1)j γω′
j nh) exp (−γ |n|)


 dω′

1 dω′
2 dω′

3 dω′
4

=
∞∑

n=−∞
| exp (−γ |n|)|4,

where
∞∑

n=−∞
| exp(−γ |n|)|4 = 2

∞∑
n=1

exp(−4γ n) + 1 = 2 exp(−4γ )

1 − exp(−4γ )
+ 1

is 1/γ to leading order as γ → 0. Evaluating the quotient that defines R1,1 gives

(
∑∞

n=−∞ |un(γ )|2)(∑∞
n=−∞ |(δu(γ ))n|2)∫ 1

0

∑∞
n=−∞ |(L(z′){u(γ )})n|4 dz′

∼ γ → 0

as γ → 0, so R1,1 = 0.
In the general case, we have∑

n∈Zd

|un|2 ∼ γ −d ,

(−δ2u, u) ∼ γ 2−d
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and ∫ 1

0

∑
n∈Zd

|(L(z′){u})n|2σ+2 dz′ ∼ γ −d ,

which yields Rσ,d ∼ γ 2−dσ → 0 for 2 > dσ . �

Proof of 2.
(a) We need only show that (34) holds for some positive C, as

CDMNLS � C �⇒ 0 <
1

C
� 1

CDMNLS
= Rσ,d .

We start by summarizing some results of Weinstein [14].

Discrete Sobolev inequalities. If u ∈ l2(Zd), then there is a constant C depending only on σ

and d so that the following inequality holds

∑
n∈Zd

|un|2σ+2 � C

(∑
n∈Zd

|un|2
)1+(σ/2)(2−d)

(−δ2u, u)σd/2, (39)

where 0 < σ < ∞ for d = 1, 2 and 0 < σ < 2/(d − 2) for d � 3.
Moreover, if σd � 2, then the upper bound on σ for d � 3 can be removed, and there

exists a positive minimal constant CDNLS in the inequality

∑
n∈Zd

|u|2σ+2 � C

(∑
n∈Zd

|un|2
)σ

(−δ2u, u), (40)

CDNLS = sup
u∈l2

∑
n∈Zd |un|2σ+2

(
∑

n∈Zd |un|2)σ (−δ2u, u)
.

We evaluate (40) at u = L(z){v} ∈ l2 and integrate over z, yielding∫ 1

0

∑
n∈Zd

|L(z){v}n|2σ+2 dz � CDNLS

∫ 1

0

(∑
n∈Zd

|L(z){v}n|2
)σ

(−δ2(L(z){v}), L{v})dz

= CDNLS

∫ 1

0

(∑
n∈Zd

|vn|2
)σ

(−δ2v, v)dz

= CDNLS

(∑
n∈Zd

|vn|2
)σ

(−δ2v, v).

Since (34) holds for the positive constant CDNLS we have Rσ,d > 0. The inequality also gives
a comparison between the two optimal constants,

CDMNLS � CDNLS, (41)

which through (36) and (37) imply that

λDNLS
thresh � λDMNLS

thresh . (42)

(b) Evaluating (32) with λ the optimal constant λthreshold gives∫ 1

0

∑
n∈Zd

|(L(z′){u})n|2σ+2 dz′ � (σ + 1)κd̄

λσ
threshold

(∑
n∈Zd

|un|2
)σ

(−δ2u, u)
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so that for any u ∈ Aλ, we have∫ 1

0

∑
n∈Zd

|(L(z′){u})n|2σ+2 dz′ � (σ + 1)κd̄

λσ
threshold

λσ (−δ2u, u)

and hence

H{v} = d̄κ(−δ2v, v) − 1

σ + 1

∫ 1

0

∑
n∈Zd

|(L(z′){v})n|2σ+2 dz′

� d̄κ(−δ2u, u)

(
1 −

(
λ

λthreshold

)σ)
.

(c) If λ > λthreshold, then by definition (37) the inequality (33) cannot be satisfied, so
by proposition 4.1, the infimum of the Hamiltonian is negative, which gives the existence of
ground states. If λ < λthreshold, then by proposition 4.1, Iλ � 0. In fact, if we choose a
sequence vk whose Kth element is a constant C(λ, K) for |n| � K and zero otherwise, then
this sequence satisfies

∑
n∈Zd |vk

n|2 = λ and, as a consequence of the d-dimensional energy
localization lemma 3.1, limk→∞ H(vk) → 0, so in fact Iλ = 0. Thus, by (38) evaluated at a
minimizer v∗,

0 � d̄κ

(
1 − λ

λthreshold

)σ

(−δ2v∗, v∗) > 0,

a contradiction. Thus, a ground state cannot exist for λ < λthreshold. �

5. Conclusions

We have demonstrated the validity of the asymptotic theory for the diffraction managed
nonlinear Schrödinger equation first developed in [10–12]. For the case σd < 2, we have
verified that a generalized averaged equation possesses ground state solutions of arbitrarily
small l2 norm, and in the case σd � 2, ground states exists if and only if a certain excitation
energy threshold is exceeded, where the excitation threshold is described in terms of a minimal
constant for a related Sobolev-type inequality. We note that in the regime where thresholds
exist, by (42) the threshold energy corresponding to the discrete nonlinear Schrödinger equation
may be less than that for the generalized averaged equation for diffraction management. For
isotropically diffraction managed systems, which are modelled by the generalized averaged
equation corresponding to (31), this potentially higher energy requirement for σd � 2 could
have implications for their use versus use of the slab waveguide.
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